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ABSTRACT
The ribosomal exit tunnel is the primary structure affecting the release of nascent proteins at the ribosome. The ribosomal exit tunnels from
different species have elements of conservation and differentiation in structural and physico-chemical properties. In this study, by simulating
the elongation and escape processes of nascent proteins at the ribosomal exit tunnels of four different organisms, we show that the escape
process has conserved mechanisms across the domains of life. Specifically, it is found that the escape process of proteins follows the diffusion
mechanism given by a simple diffusion model, and the median escape time positively correlates with the number of hydrophobic residues
and the net charge of a protein for all the exit tunnels considered. These properties hold for 12 distinct proteins considered in two slightly
different and improved Gō-like models. It is also found that the differences in physico-chemical properties of the tunnels lead to quantitative
differences in the protein escape times. In particular, the relatively strong hydrophobicity of E. coli’s tunnel and the unusually high number of
negatively charged amino acids on the tunnel’s surface of H. marismortui lead to substantially slower escapes of proteins at these tunnels than
at those of S. cerevisiae and H. sapiens.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0129532

I. INTRODUCTION

The ribosomal exit tunnel is a narrow structure connecting the
peptidyl transferase center (PTC), where polypeptide polymeriza-
tion takes place during translation, to the surface of the ribosome.
It is the first structure encountered by the nascent polypeptides and
is the only passage for nascent proteins to be released from the
ribosome. The ribosomal exit tunnel is believed to play important
roles in translation regulation1–3 as well as co-translational pro-
tein folding.4–6 The tunnel’s dimensions, 10–20 Å in width and
80–100 Å in length, allow it to accommodate up to ∼40 amino acids7

but limit the size of the folded peptide inside the tunnel.8 In general,
the protein and RNA composition of the ribosome can vary in dif-
ferent domains and different species, leading to different structural
details of the exit tunnel. A comparison of the tunnel structures of a

range of species has shown certain similarities and differences.9 For
example, it has been shown that the upper part of the tunnel, near
the PTC, is relatively conserved across species. On the other hand,
the lower part of the tunnel is substantially narrower in eukary-
otes than in bacteria, which may have implications for antibiotic
resistance.10

The post-translational escape of nascent proteins at the riboso-
mal exit tunnel is the final release of a protein from the ribosome
when the protein’s N-terminus is no longer attached to the PTC.
This process is a necessary step for a nascent protein to empty the
ribosomal exit tunnel for the next translation process and to com-
plete its own folding to the native state. Only a very few studies
have addressed this process until recently. In earlier works,11,12 by
coarse-grained simulations in the Gō-like models, we have shown
that the escape process is assisted by the folding of the nascent
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protein and is akin to the diffusion of a Brownian particle in a linear
potential field. In more recent studies, by using the atomistic tun-
nel of H. marismortui, it was shown that the roughness of the exit
tunnel can increase the difficulty of nascent proteins to escape13 and
that the escape time is modulated by energetic interactions of the
protein with the exit tunnel, such as hydrophobic and electrostatic
interactions.14 Another study with the E. coli’s tunnel suggests that
electrostatic interaction can extremely delay protein escape.15

The present study is aimed at extending our understanding of
the protein escape process at the ribosomal exit tunnels of different
species. In particular, we consider the exit tunnels from four organ-
isms, namely E. coli, H. marismortui, S. cerevisiae, and H. sapiens,
which are representatives from all three domains of life (bacteria,
archaea, and eukarya). Their ribosome structures have been experi-
mentally determined at high resolutions, allowing us to have atomic
details for the tunnel models used in the simulations. The belief is
that the differences in the structural and chemical details of the exit
tunnels considered will help us have a more complete picture of the
protein escape process at ribosomal exit tunnels.

We used the same simulation approach as in the previous
study14 to study the escape process, but with a larger set of pro-
teins and improved models for the nascent proteins. The Gō-like
models in the present study, namely the Gō-MJ and Gō-MJ-nn
models, incorporate the well-known Miyazawa–Jernigan’s contact
energy matrix in the depths of the Lennard-Jones potentials for
native and non-native contacts, and thereby, to a certain degree,
take into account the effects of the amino acid sequences in the
escape and folding of these proteins. The energy parameters in the
Gō-like models are also rescaled such that the melting temperature
in the model matches the experimental melting temperature of each
protein.

We will show that while there are significant variations in the
escape times among the exit tunnels of different organisms, the
mechanisms governing the protein escape are remarkably similar at
different exit tunnels, suggesting that they are conserved across the
domains of life.

II. MODELS AND METHOD
A. Improved Gō-like models

Gō-like models have been widely used to study protein fold-
ing dynamics due to their simplicity and effectiveness.16–18 They are
a class of models that emphasize the importance of native inter-
actions19 and can be applied to any protein with a known native
structure. In this work, we used two variants of improved Gō-
like models to simulate nascent proteins: the first one incorporates
variable strengths of the potentials for native contacts, and the sec-
ond one also includes attractive potentials for non-native contacts.
These models partially take into account the effects of the amino
acid sequence through the use of the Miyazawa–Jernigan matrix for
inter-residue contact energies,20 in a similar manner to other Gō-like
models used in the literature.21–24

1. Gō-MJ model
The Gō-MJ model is modified from the one of Clementi et al.25

by adding a variation in the strengths of the potentials for native
contacts. Considering only the Cα atoms, the potential energy of a

protein in a given conformation is given by

VGō−MJ = ∑
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where the terms on the right side correspond to the potentials on the
bond lengths, bond angles, dihedral angles, native contacts, and non-
native contacts, respectively, as described in detail elsewhere.13,25

The native contacts are determined from an all-atom considera-
tion26 of the protein structure in the Protein Data Bank (PDB) and
the atomic van der Waals radii.27 rij is the distance between residue
i and residue j, the ∗ symbol denotes the native state’s value, σ is an
effective diameter of amino acids, and ϵ is an energy parameter. The
value of ϵ NC

ij , which sets the potential depth for a native contact, is
calculated as

ϵ NC
ij =

nijeHB + eMJ(si, sj)

u
ϵ, (2)

where nij is the number of hydrogen bonds between residue i and
residue j in the native state, eHB = 1.5 kcal/mol is a hydrogen bond’s
energy, eMJ(si, sj) is the inter-residue contact energy for the pair of
amino acids of the types si and sj given by the Miyazawa–Jernigan
matrix20 with the energy converted to kcal/mol and given in the
absolute value, and u is a normalizing factor such that the average
energy of all the native contacts is ϵ. Other parameters in the model
are σ = 5 Å, Kb = 100 ϵ Å−2, Kθ = 20 ϵ (rad)−2, K(1)ϕ = ϵ, K(3)ϕ = 0.5ϵ.

2. Gō-MJ-nn model
In the Gō-MJ-nn model, the last term in Eq. (1) is replaced by
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which provides attraction to the non-native contacts. The potential
depth for a non-native contact is calculated as

ϵ NN
ij = f

eMJ(si, sj)

u
ϵ, (4)

where f is a factor that sets the relative strengths of non-native
contacts. In the present study, we used σ1 = 5.5 Å and f = 0.4.

In both the Gō-MJ and Gō-MJ-nn models, ϵ is the single
parameter that sets the energy scale of the whole protein. Because
temperature effects are important for the dynamics of proteins,
especially for their diffusion in the ribosomal tunnel, it is impor-
tant to have the correct energy scale for each protein. Following
previous work,14 we determined ϵ individually for each protein by
fitting the melting temperature in the model to the experimental
melting temperature, Tm. The melting temperature in the model is
defined by Tmax, the temperature of the specific heat’s maximum of
a protein obtained by simulations. The parameter ϵ is calculated as
ϵ = (273+Tm)

503.2195×Tmax
( kcal/mol), where Tmax is given in units of ϵ/kB and
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Tm is given in ○C. The values of Tmax and ϵ in both the Gō-MJ and
Gō-MJ-nn models for a list of 12 proteins considered are given in
Table S1.

B. Tunnel model
Models of the exit tunnels are constructed based on the PDB

structures of the large ribosomal subunits of the organisms. The
structures of the PDB IDs 7k00,28 1jj2,29 5gak,30 and 4ug031 were
considered for the ribosomes of E. coli, H. marismortui, S. cerevisiae,
and H. sapiens, respectively. The model considers all the heavy atoms
for ribosomal RNA but only Cα’s for ribosomal proteins. To reduce
computational time, we kept only atoms within a cylinder of radius
R centered around an approximate chosen tunnel axis for the tun-
nel model. The value of R must be sufficiently large to enclose the
atoms of the tunnel’s wall. We have chosen R = 30 Å for the ribo-
some tunnels of H. marismortui, S. cerevisiae, and H. sapiens and
R = 45 Å for those of E. coli. The model also ignores the motion of
the ribosome; thus, all the tunnel atoms are kept fixed during the
simulations.

For interactions of the tunnel with nascent proteins, the model
used in this study is the T3 model described in Ref. 14, which con-
tains three types of interactions: excluded volume, hydrophobic,
and electrostatic. Details of the interaction potentials are given in
Ref. 14. In short, the exclude volume interaction provides a short-
range repulsion between the tunnel’s atoms and the nascent chain’s
residues. The hydrophobic interaction gives rise to an attraction
between hydrophobic residues (Ile, Leu, Phe, Met, Val, Pro, and
Trp) of a nascent protein and those of the same type in riboso-
mal proteins via a 10–12 Lennard-Jones potential. The depth of this
potential is constant for all pairs of hydrophobic residues and is
equal to ϵhydr = 1.2 kcal/mol. The electrostatic interaction is given by
a screened Coulomb potential from the Debye–Hückel theory with
Debye’s screening length λD = 10 Å. The electrostatic interaction is
considered between all charged residues of a nascent protein and
all charged centers of rRNA and ribosomal proteins. In rRNA, each
phosphorus atom is assigned with the charge q = −1e. In nascent and
ribosomal proteins, lysine and arginine are given with the charge
q = +1e, whereas aspartic acid and glutamic acid are given with
q = −1e. The charges of amino acids are assumed to be concentrated
on the Cα atoms.

C. Simulation method
A molecular dynamics (MD) method based on the Langevin

equation of motion is used to simulate the motions of nascent
chains. Details of the method are given in Ref. 11. We adopt a
reduced unit system such that the mass unit is the average mass
m of amino acids, the length unit is the effective diameter σ of
amino acids, and the energy unit is kcal/mol. The friction coefficient
of amino acids used in the simulations is ζ = 1

√

mσ−2
(kcal/mol).

Given that m = 120 g/mol and σ = 5 Å, simulation time is mea-
sured in the units of τ =

√

mσ2
/(kcal/mol) ≈ 3 ps. This value of

the time unit, suitable for the low-friction regime,32 results in a
much shorter timescale of the simulation folding times than the real
folding times. It has been shown that the correct timescale can be
reached by simulations by increasing ζ to its realistic value and using
the high-friction estimate, τH = 3 ns, of the time unit.14,32,33

For an isolated protein, the temperature of the specific heat’s
maximum Tmax is determined from the temperature dependence
of the specific heat by using replica-exchange molecular dynam-
ics (REMD) simulations34 and the weighted histogram analysis
method.35,36 For studying the protein escape at a ribosome tunnel,
both the translation process and the escape process are simulated.
In the translation process, a nascent chain is elongated at the posi-
tion of the PTC at a constant rate corresponding to a growth time tg
per residue. tg must be chosen sufficiently large such that the escape
properties are converged given that the growth times in cells are
orders of magnitude larger than in simulations. We used tg = 400τ
for most proteins and tg = 2000τ for proteins that are kinetically
trapped at the tunnel. The escape time is measured from the moment
of complete elongation (the C-terminal residue is released from the
PTC) until the nascent protein has fully escaped the tunnel. All
simulations of the translation and escape processes of proteins are
carried out at room temperature, T = 300 K. Typically, the escape
time distribution and the escape probability are calculated from 1000
independent trajectories for each protein.

D. Diffusion model
The diffusion model12 considers the protein escape process as

the diffusion of a Brownian particle in a one-dimensional potential
field U(x), with x being the position of the particle. Such a process
is governed by the Smoluchowski equation. Given the linear form
U(x) = −kx of the external potential, where k is a constant force
acting on the particle, the distribution of the escape time can be
obtained from an exact solution of the Smoluchowski equation and
is given by12

g(t) =
L

√

4πDt3
exp[−

(L −Dβkt)2

4Dt
], (5)

where L is the diffusion distance equal to the tunnel length, D is the
diffusion constant assumed to be position independent, β = (kBT)−1

is the inverse temperature, where kB is the Boltzmann constant.
Interestingly, the escape time distribution in Eq. (5) can fit the data
from various simulations of protein escape in the Gō-like model.12–14

It has been shown that the free energy of a protein at the ribosome
tunnel is approximately linear along an escape coordinate,11,14 which
justifies the linear form of U(x) in the diffusion model.

The distribution in Eq. (5) gives the mean value μt = L/(Dβk)
and the standard deviation σt =

√
2L

D(βk)3/2 for the escape time.12 Note
that both μt and σt diverge when k = 0, for which g(t) becomes a
heavy-tailed Lévy distribution.

III. RESULTS
A. Differences in physico-chemical properties
of nascent proteins and the ribosomal exit tunnels

This study considered 12 small globular proteins with known
melting temperatures Tm. They consist of the B1 domain of
protein G (1pga),37 the Rop protein (1rop),38 the SH3 domain
(1shg),39 the Z domain of Staphylococcal protein A (2spz),40 the
Cro repressor (1orc),41 chymotrypsin inhibitor 2 (2ci2),42 antifreeze
protein (1msi),43 cold-shock protein (1csp),44 ubiquitin (1ubq),45
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histidine-containing phosphocarrier protein HPr (1poh),46 hyper-
thermophilic archaeal DNA-binding protein Sso10b2 (1udv),47 and
barnase (1a2p)48 with the PDB IDs of their native structures
enclosed in the parentheses. The references associated with the pro-
teins correspond to the experimental studies in which Tm has been
reported (see Table S1 for the values of Tm and other properties of
the proteins). For convenience, we will call the proteins by their PDB
IDs. These proteins have lengths between 56 and 108 amino acids
and distinct native structures with two all-α, two all-β, and eight α/β
proteins. Their Tm values range from 43.8 ○C (for 1csp) to 157.5○C
(for 1udv). Our analyses show that the fraction of hydrophobic
residues in their amino acid sequences varies from ∼21% to ∼47%,
the fraction of positively charged amino acids varies between ∼6%
and ∼18%, and the fraction of negatively charged amino acids ranges
from ∼6% to ∼19.6%. The protein net charges are from −6e to +3e.
These properties indicate that the proteins considered have a wide
range of specificities, leading to diverse interactions with the exit
tunnel.

All proteins in our considerations are small-sized and cannot be
compared to any protein length distribution in proteomes (Fig. S1).
However, it can be expected that the chain length does not impact
the escape time, as shown in one of our previous studies.12 The struc-
tural class, on the other hand, can have a minor effect on the pro-
tein escape, with α-proteins escaping somewhat more slowly than
β-proteins.12 We have checked that the structural class composition
of our set of proteins is not too different from that of Richardson’s
Top2018 high-quality protein structures49 with a strong dominance
of α/β-proteins (see Table S2). Even though our protein set is quite
small with only 12 proteins, its protein sequences have similar ranges
of hydrophobicity and fractions of positively and negatively charged
amino acids as found in various proteomes, whose sequences are
taken from the UniProt database50 (Figs. S2 and S3). For exam-
ple, the range of fraction of hydrophobic amino acids in our 12
proteins is shared by 97% of the protein population in the human
proteome, whereas the corresponding numbers for the ranges of
fraction of positively and negatively charged amino acids are 92%
and 88% [Figs. S2(a)–S2(c)]. In the proteomes of S. cerevisiae
[Figs. S2(d)–S2(f)] and E. coli [Figs. S3(a)–S3(c)], these percent-
ages are also very high, ranging from 84% to 98%. The proteins in
H. marismortui’s proteome [Figs. S3(d)–S3(f)] tend to have a lower
fraction of positively charged amino acids and a higher fraction of
negatively charged amino acids than in other organisms, resulting
in only 78% and 68% of the proteome sharing the ranges of these
two fractions, respectively, with the 12 proteins considered. These
statistics suggest that the chosen proteins to a good extent reflect the
variabilities of hydrophobic and charge compositions of the proteins
in the organisms considered, though they do slightly worse for H.
marismortui. They can be considered representative of typical glob-
ular proteins in terms of hydrophobic and charge fractions in the
amino acid sequences.

The ribosomal exit tunnels of the four organisms considered
have notable differences and similarities. The differences in the
shape of these tunnels can be visualized through the graphs repre-
senting their effective diameter d along the tunnel axis x shown in
Fig. 1(a). For each position x, d is calculated as d = 2

√

(S/π), where
S is the tunnel’s cross-sectional area accessible by a probe sphere
of radius 3 Å. Although the effective diameter does not reflect all
information about the shape of a tunnel, it already shows that the

FIG. 1. (a) Dependence of the effective diameter, d, on the coordinate x along an
approximate tunnel axis for the ribosomal exit tunnels of four organisms consid-
ered. The lines shown are for E. coli (dashed), H. marismortui (dashed-dotted), S.
cerevisiae (dotted), and H. sapiens (solid), as indicated. The effective diameter d
is calculated as d = 2

√

(S/π), where S is the tunnel cross-sectional area acces-
sible for a probe sphere with radius 3 Å. (b) Distribution of hydrophobic residues at
the tunnel surface along the tunnel axis for the considered species, as indicated.
For a given data point at position x, n(t)

h is the number of surface’s hydrophobic
residues within 5 Å from x along the tunnel axis.

detailed shapes are different for different species. The diameter of
H. marismortui’s tunnel appears to be the most uniform, while the
other tunnels show stronger variations of d. The tunnel for E. coli
is somewhat wider than the other tunnels.9 The diameter profiles
in Fig. 1(a) also show some similarities, such as that the average
widths of the tunnels are more or less the same, the tunnels become
wider near the exit, and the position at which the tunnel is narrowest
appears to be about half-way from the opening of the tunnel for all
tunnels. The d profile of S. cerevisiae looks the most similar to that of
H. sapiens.

We have inspected the tunnel surfaces to get information about
the hydrophobic and charged amino-acid residues exposed on the
surface from ribosomal proteins. The numbers of these residues for
each tunnel are listed in Table I. The distribution of hydrophobic
residues along the tunnel axis is shown in Fig. 1(b). It is found
that E. coli has the highest number of hydrophobic residues on the
tunnel surface, about 30% higher than the other organisms. The
hydrophobic residues are the most abundant near the tunnel exit
for E. coli, S. cerevisiae, and H. sapiens [Fig. 1(b)]. It is interesting
to note that almost all the charges of amino acids on the tunnel
surface are positive charges for E. coli, S. cerevisiae, and H. sapiens
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TABLE I. Hydrophobic and charged properties of the ribosomal exit tunnels’ sur-
faces in the organisms. For each organism, the listed properties are the number

of hydrophobic residues (N(t)h ), the numbers of positively (N(t)+ ) and negatively

(N(t)− ) charges of ribosomal amino acid residues that are found at the tunnel’s
surface. Note that these properties do not refer to the ribosomal RNA.

Organism N(t)h N(t)+ N(t)−

E. coli 46 30 4
H. marismortui 35 26 19
S. cerevisiae 33 32 4
H. sapiens 37 26 1

(Table I), suggesting that the charged amino acids play an impor-
tant role in the function of the exit tunnel. Note that the ribosomal
RNA is negatively charged, so only positively charged amino acids
can significantly change the electrostatic potential inside the tunnel.
An exception is found for H. marismortui, for which the number
of negatively charged amino acids on the tunnel surface is much
higher than in the other organisms, even though it is still signifi-
cantly smaller than the number of positively charged ones (19 vs 26).
The distinction in the electrostatics of H. marismortui’s tunnel may
be related to the fact that this species can survive in extreme envi-
ronmental conditions, such as at high temperatures, with high salt
concentrations, or at high or low pH.

B. Conservation of the diffusion mechanism
of the escape process

We have carried out simulations of the nascent chain’s growth
and the escape processes of all proteins considered in the Gō-MJ

model at the four ribosomal tunnels and in the Gō-MJ-nn model
at the human ribosomal tunnel only. In most cases, the protein can
escape easily at the exit tunnel, but for several proteins at some of the
tunnels, kinetic trapping can delay the escape. A kinetic trap is found
in a simulation if the protein gets stuck in some state at the tunnel,
leading to a much longer escape time, more than ten times longer
than in an average trajectory. Kinetic trapping can be due to the
roughness in the shape of the exit tunnel as well as the interactions
between nascent proteins and the tunnel wall.13,14 Interestingly, it
has been shown that the probability of trapping a protein decreases
with the growth time per residue tg , and can become negligibly small
at realistic translation rates.14 In our study, we have simulated the
easily escaped proteins with tg = 400τ, whereas those with kinetic
trapping with the increased tg = 2000τ. The latter value of tg reduces
the trapping probability to below 5% and makes the statistics reli-
able. We have checked that a further increase in tg produces very
little changes in the escape time distribution and the median escape
time.

Figure 2 shows that the escape probability, Pescape, increases
sigmoidally with time and asymptotically approaches the value of
1 for all proteins in both the Gō-MJ and Gō-MJ-nn models at the
human ribosomal exit tunnel. The proteins also escape efficiently at
all other ribosomal exit tunnels. The proteins that are more likely
to get kinetically trapped are 1pga, 1rop, 1orc, and 1udv, with 1udv
being the slowest escaper. The median escape time, tesc, the time at
which Pescape = 0.5, varies among the proteins from a few hundred to
a few thousand τ (see Table III).

We inspected the diffusion mechanism of the escape process by
examining the escape time distributions of the proteins. The model
mechanism is that of the diffusion model described in Sec. II B,
which corresponds to the diffusion of a one-dimensional Brown-
ian particle in a linear potential field. Interestingly, for all proteins

FIG. 2. The escape probability, Pescape,
as a function of time at T = 300 K for
proteins in the Gō-MJ [(a) and (b)] and
the Gō-MJ-nn [(c) and (d)] model at the
human ribosomal exit tunnel. The eight
proteins in panels (a) and (c) were sim-
ulated with t g = 400τ, whereas the four
proteins in panels (b) and (d) were sim-
ulated with t g = 2000τ. An increased
value of t g was used because the lat-
ter proteins have higher probabilities of
kinetic trapping.
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and all the tunnels considered, the escape time distribution follows
relatively well that of the diffusion model. For example, Fig. 3 shows
that the histogram of the escape times of the 2ci2 protein obtained by
the simulations can be fitted to the distribution function in Eq. (5)
for all the exit tunnels considered. Thus, the diffusion mechanism
is conserved among the proteins and among the species, although
the individual distributions can be different from each other. From
the fits to the diffusion model, we can get the values of the para-
meters D and k, which can be considered as an effective diffusion
constant of a protein at a tunnel and an effective mean force act-
ing on the protein along the escape coordinate, respectively. These
are highly collective quantities that reflect the complex dynamics of
nascent proteins at the exit tunnels. The values of D and k are listed
in Table II for all the proteins in each tunnel. They strongly vary
with the protein and with the tunnel (Fig. S4). D is in the range
from 0.4 to 1.2 Å2τ−1. With τ = 3 ps, the obtained values of D are
of the order of 10−8 m2 s−1, i.e., about two orders of magnitude
larger than diffusion constants of isolated proteins in water (∼10−10

m2 s−1).51 Note that D depends on the friction coefficient ζ, and the
value of ζ used in the simulations is 100 times smaller than that of
amino acids in water.14 It is expected that, at realistic friction, D is
smaller but of the same order of magnitude as that of isolated pro-
teins. The force k varies more strongly than D. It is interesting that
the obtained values of k are in the range of a sub-piconewton to a few
tens of piconewtons, which is within the scale of molecular forces in
proteins.52

C. Conservation of the effects of hydrophobic
and electrostatic interactions on the protein
escape time

To evaluate the effects of the tunnel’s interactions on the pro-
tein escape, we investigated the dependence of the median escape
time, tesc, on the number of hydrophobic residues, Nh, and the net
charge, Q, of a protein (Table III). Figure 4 shows that tesc positively
correlates with both Nh and Q for all the species considered, indicat-
ing that both hydrophobic and electrostatic interactions modulate
the escape time. The Pearson’s correlation coefficient R varies from
about 0.42 to about 0.84 for different tunnels and protein models.
The p-values for these correlations, calculated using the one-tailed
Student’s t-test, are given in the panels of Fig. 4. Except the one case
shown in Fig. 4(b) for the H. marismortui’s tunnel, which shows a
weak correlation between tesc and Nh (R = 0.418 and p = 0.088), all
other correlations have medium to high R-values and are statistically
significant (p < 0.05). The correlation of tesc with Q is higher than
the correlation with Nh for all the tunnels except for E. coli. Thus,
the effect of electrostatic interaction on the protein escape tends to
be stronger than that of the hydrophobic interaction, though this still
depends on the tunnel.

It is expected that the C-terminal segment of a protein is most
relevant to its escape process.15 We have checked that by calculating
Nh and Q only for the C-terminal 50 residues, as shown in Fig. S9, the
correlation of tesc with Nh becomes very poor or almost disappears
for all the tunnels, while the correlation with Q remains statistically

FIG. 3. Distributions of the escape time
for the 2ci2 protein in the Gō-MJ model
at the ribosomal tunnels of E. coli (a), H.
marismortui (b), S. cerevisiae (c), and H.
sapiens (d), and in the Gō-MJ-nn model
at the H. sapiens ribosomal tunnel (e).
The normalized histograms obtained by
simulation (boxes) are fitted to the diffu-
sion model (solid line) by using Eq. (5).
The simulations were carried out at the
temperature T = 300 K and with the
growth time per residue t g = 400τ.
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TABLE II. Diffusional properties of the protein escape process at ribosomal exit tunnels. The proteins are identified by their PDB ID (first column) and the chain length, N. For
each protein, the properties given are the diffusion constant D and the pulling force k of the diffusion model, whose values, in units of Å2 τ−1 and pN, respectively, are obtained
by fitting the histograms of escape times from simulations to the diffusion model (see text). The names of the organisms and the model for nascent proteins considered are given
on top of the D and k columns.

E. coli H. marismortui S. cerevisiae H. sapiens H. sapiens

Gō-MJ Gō-MJ Gō-MJ Gō-MJ Gō-MJ-nn

Protein N D (Å2 τ−1) k (pN) D (Å2 τ−1) k (pN) D (Å2 τ−1) k (pN) D (Å2τ−1) k (pN) D (Å2τ−1) k (pN)

1pga 56 1.174 12.010 0.817 14.288 0.779 21.121 1.103 12.880 1.180 12.507
1rop 56 1.093 5.135 1.030 1.822 0.771 14.495 0.891 9.028 0.911 9.484
1shg 57 0.510 6.543 0.497 4.059 0.703 11.182 0.761 6.171 0.704 8.241
2spz 58 0.504 12.466 0.405 11.927 0.580 16.731 0.935 5.674 0.947 6.875
1orc 64 0.797 5.881 0.338 1.905 0.754 9.484 0.877 4.597 1.008 4.763
2ci2 65 0.487 2.650 1.065 1.822 0.909 5.591 0.802 6.461 0.873 6.585
1msi 66 0.419 6.171 0.559 3.686 0.555 14.039 0.734 6.461 0.754 6.336
1csp 67 0.586 16.690 0.625 12.714 0.789 14.867 0.723 16.483 0.714 17.849
1ubq 76 0.459 10.146 0.536 5.342 0.570 14.122 0.948 6.129 1.108 5.591
1poh 85 0.712 8.532 0.571 9.235 0.962 10.271 1.148 4.597 0.954 6.543
1udv 88 0.379 2.112 0.516 0.396 0.578 5.011 0.641 3.437 0.672 4.555
1a2p 108 0.710 4.141 0.780 2.650 1.064 3.396 0.610 8.490 0.671 8.738

TABLE III. Median escape times of proteins at the ribosomal exit tunnels of different organisms. The proteins are listed with the number of hydrophobic residues, Nh, net charge,
Q, and median escape times, tesc, given in units of τ obtained by simulations. The names of the organism and the protein model used in the simulations are given on top of each
tesc column.

E. coli H. marismortui S. cerevisiae H. sapiens H. sapiens
Gō-MJ Gō-MJ Gō-MJ Gō-MJ Gō-MJ-nn

Protein Nh Q (e) tesc (τ) tesc (τ) tesc (τ) tesc (τ) tesc (τ)

1pga 12 −4 220.0 248.0 177.1 204.3 195.8
1rop 15 −4 495.6 1262.5 269.7 351.6 330.0
1shg 20 +1 819.0 1273.0 361.4 578.5 478.6
2spz 16 −2 463.6 595.9 295.7 523.2 436.5
1orc 18 +3 602.3 2587.9 391.0 649.5 564.5
2ci2 29 −1 1906.0 1175.0 525.5 523.1 476.7
1msi 31 0 1050.9 1261.7 365.2 572.4 566.5
1csp 22 −6 294.4 359.8 244.1 240.8 226.8
1ubq 26 0 599.0 941.4 356.5 477.1 437.9
1poh 26 −2 463.7 532.9 287.1 507.6 436.0
1udv 32 +3 2828.3 5843.2 930.0 1185.8 859.8
1a2p 29 +2 907.2 1202.0 727.3 536.1 485.1

significant and even slightly improves for some tunnels compared to
the cases without the C-terminal cut-off. This result indicates that
the impact of electrostatic interaction on the protein escape time
is dominating over hydrophobic interaction for residues near the
protein C-terminus. The impact of hydrophobic interaction on the
protein escape seems to appear with a longer protein segment (the
longest protein in our study is barnase with 108 residues), as indi-
cated by the correlations in Fig. 4. However, in longer proteins, it is
unlikely that residues too distant from the C-terminus can influence
the escape time.

Following the previous work,14 we tested the dependence of tesc
on a linear function of both Nh and Q. The form of the function
chosen is (1 − s)Nh + sQ where s ∈ (0, 1) is a tunable parameter. We
find that this function yields a better correlation with tesc than both
Nh and Q alone at some intermediate value of s (Fig. S6). Figure 5
plots the dependence of tesc on the function (1 − s)Nh + sQ for the
optimal value of s, i.e., the value that maximizes the correlation coef-
ficient R, for all the tunnels and the protein models considered. The
values of R in these plots range from 0.668 to 0.885, and all the
p-values are <0.01. The best correlations are found for the tunnels of
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FIG. 4. Dependence of the median escape time, tesc , on the number of hydrophobic residues, Nh, (a)–(e), and the total charge, Q, (f)–(k), of nascent proteins at the ribosomal
exit tunnels of different species. The names of the species and the protein model are given on top of each panel. The dashed line represents a linear fit. The Pearson’s
correlation coefficient R and the corresponding p-value calculated using the one-tailed Student’s t-test are given in each figure.

S. cerevisiae and H. sapiens, with R exceeding 0.8. For the H. sapiens
tunnel, the Gō-MJ-nn model yields a better correlation than the
Gō-MJ model.

The above results show that the effects of hydrophobic and
electrostatic interactions on the protein escape time at different exit
tunnels are qualitatively similar. Generally, increasing Nh and Q
leads to an increased escape time, though the quantitative effects
depend on the protein and the tunnel.

The common mechanism of these effects is that attraction
between the protein and the tunnel slows down the protein escape
while repulsion speeds it up.14 The slowest escape is found for pro-
tein 1udv at H. marismortui’s tunnel with tesc ≈ 5800τ (Fig. S5) due
to a strong electrostatic attraction between the protein and the tun-
nel. The 1udv protein has the highest net charge among the proteins
(Q = +3e) (Table III), while the H. marismortui’s tunnel has the
highest number of negatively charged amino acid residues on the
tunnel’s surface (N(t)− = 19) (Table I). We have checked that switch-
ing off the electrostatic interaction of 1udv drastically reduces its
median escape time by ten times to about 600τ. An example for a
strong effect of hydrophobic interaction is of the protein 2ci2 at the
E. coli’s tunnel with tesc ≈ 1900τ. The 2ci2 is among the proteins with
the highest numbers of hydrophobic residues (Nh = 29) (Table III),
and E. coli has the highest number of hydrophobic residues on the
tunnel’s surface (N(t)h = 46) (Table I).

D. Effects of non-native interactions
on the escape process

The effects of non-native interactions on the protein escape
time can be seen by comparing the results of the Gō-MJ and the Gō-
MJ-nn models at the human ribosomal exit tunnel. It is shown that
the two models yield qualitatively and quantitatively similar results
in the escape time distribution (Fig. 3) as well as in the dependence of

tesc on Nh and Q (Figs. 4 and 5). A more careful examination shows
that non-native interactions reduce escape time by 4%–28% depend-
ing on the protein (Table III). This reduction effect is consistent with
a result for homopolymer models, which shows that self-attractive
polymers escape faster than self-repulsive polymers for polymer
lengths larger than about 60 residues (Fig. S7). Non-native interac-
tions that are governed by attractive potentials energetically drive
the protein escape because the chain can form more non-native
contacts if it is found outside the tunnel. Even though the native
contacts can be more competitive in energy compared to the non-
native contacts, as assumed in the Gō-MJ-nn model, they are fewer
in numbers and some of the native contacts cannot be formed once
the protein has not been fully escaped. This effect can be seen for
protein 2ci2 by looking at the distributions of native and non-native
contacts and the radius of gyration of the protein conformations at
the moment of complete translation at the human ribosomal tunnel
(Fig. S8). These distributions show that, on average, the Gō-MJ-nn
model yields more compact conformations with smaller numbers of
native contacts and larger numbers of non-native contacts than the
Gō-MJ model.

IV. DISCUSSION
It is suggested that the driving forces for the protein escape

come from different sources, including (i) an enthalpic preference
associated with the folding of a nascent protein near the tunnel,11,53

(ii) an entropy gain of a chain emerging from the tunnel,54 and (iii)
the stochastic motion of a partially folded chain leading to a kind of
diffusion process.11,12 The mechanical forces of the first two types, in
ribosome stalling and ribosome-bound systems, have been quanti-
fied experimentally53,54 and also computationally,54,55 giving values
from several to about 12 pN. Apart from these sources, the force
governing the protein escape may also come from interactions of
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FIG. 5. Dependence of the median escape time, tesc , on the function (1 − s)Nh
+ sQ of the number of hydrophobic residues, Nh, and the total charge, Q, of
nascent proteins at the ribosomal exit tunnels of E. coli (a), H. marismortui (b),
S. cerevisiae (c), and H. sapiens (d) and (e). The proteins are considered in the
Go-MJ model (a)–(d) and in the Go-MJ-nn model (e). The names of the species
and the protein model are given on top of each panel. The dependence is shown
for the value of s that maximizes the correlation coefficient R. The values of s, R,
and p are given in each panel. The dashed line shows a linear fit of the data.

nascent chains with the ribosomal tunnel. Electrostatic repulsion
and attraction, as well as hydrophobic attraction, can speed up or
slow down the escape process.14,15

The mean force from all the above sources acting on a nascent
protein at the ribosome may be well represented by the force k in the
diffusion model, which can be obtained by non-equilibrium meth-
ods via the escape time distribution. Interestingly, the magnitude
of k found in the present study for different proteins and ribo-
somes (Table II) is similar to the mechanical forces reported in other
studies.53–55 For a tunnel that has energetic interactions with nascent
proteins, the force acting on a protein by the tunnel may contribute
to or counter balance the other forces depending on whether it is
attractive or repulsive. If the attraction to the tunnel is sufficiently
strong, the protein may have very long escape times and may not
follow the diffusion model. The slowest escaping protein in our con-
sideration is 1udv in H. marismortui’s model, having a very small
force k = 0.396 pN. The escape time distribution of this protein has a
long tail but still follows the diffusion model (Fig. S5). Note that the
diffusion model predicts that for k = 0, both the mean escape time

and the dispersion diverge (see Methods). It is possible that some
proteins can have k ≤ 0, resulting in infinite escape times.

In a recent study,15 Nissley et al. have reported very long ejec-
tion times of some proteins at the E. coli’s tunnel, including the ones
with PDB IDs 2jo6, 1u0b, and 4dcm, using similar coarse-grained
simulations. We have checked that the fractions of hydrophobic
amino acids as well as the fractions of positively and negatively
charged amino acids in these three proteins are within the ranges
given by the 12 proteins considered. Furthermore, 2jo6 and 4u0b
have negative net charges for the whole chain (for the C-terminal
50 residues, the net charge is zero for 2jo6 and −1e for 1u0b), sug-
gesting that they are not slow escapers due to overall electrostatic
repulsion with the tunnel. Indeed, our simulations of 2jo6 and 1u0b
at the E. coli’s tunnel, using an averaged value of ϵ from the 12
proteins studied, show that they escape efficiently with the median
escape time tesc ≈ 666τ for 2jo6 and tesc ≈ 1270τ for 1u0b (Fig. S10),
i.e., within the same range of escape times as other proteins. It is
also found that their escape time distributions are consistent with
the conserved mechanism given by the diffusion model (Fig. S10).
Including these two proteins in the initial set of 12 proteins, how-
ever, slightly deteriorates the correlations of tesc with Nh and Q
(Fig. S11). It would be interesting to check what specific detail causes
the extreme delay of the escape process in Nissley et al.’s approach.
We did not simulate 4dcm because the PDB structure of this pro-
tein is not contiguous containing missing residues. This protein,
however, is expected to escape very slowly because it has a posi-
tive net charge of Q = +8e in the C-terminal 50 residues, compared
to +5e in 1udv, the slowest escaping protein in the 12 proteins
considered.

The previous work14 has estimated the timescale of the protein
escape times to be of the order of 0.1–1 ms by rescaling the simula-
tion times to the values at realistic friction and simultaneously using
the high-friction value of the time unit, τH = 3 ns.32,33 According to
this estimation, the longest median escape times of the proteins in
the present study are of the order of 10 ms, which is still shorter than
the times needed by the ribosome to translate one codon. Given that
the 12 proteins considered can be representative for most proteins in
the proteomes in terms of hydrophobic and charge fractions, as dis-
cussed in Sec. III A, this result suggests that typical proteins escape
efficiently at the ribosome tunnel and do not delay the ribosome’s
new translation cycle.

V. CONCLUSION
The ribosomal exit tunnel has many structural and chemical

elements that could affect the post-translational escape of nascent
proteins. These elements include the irregular shape of the tun-
nel, the exposed hydrophobic side-chains of the ribosomal proteins,
and the charged amino acids on the tunnel’s surface. The exit tun-
nels from different organisms from different domains of life, as
considered in our study, show significant differences in structural
and physico-chemical properties, despite certain similarities. The
present study shows that despite all these differences in the exit tun-
nels, the protein escape process has conserved mechanisms across
the domains of life. First, it is shown that the escape process follows
the simple diffusion mechanism described by the diffusion model.
This property holds true for 12 proteins with distinct native struc-
tures and diverse physico-chemical properties within two different
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protein models that are given with and without non-native interac-
tions. Second, the median escape time, tesc, positively correlates with
both the number of hydrophobic residues, Nh, and the net charge, Q,
of proteins with a sufficient statistical significance in most cases. This
property underlines the simple mechanism that attraction between
the protein and the tunnel slows down the protein escape while
repulsion speeds it up. The effects of hydrophobic and electrostatic
interactions on the escape time are additive to each other, as indi-
cated by improved correlations when considering the dependence
of tesc on a linear function of Nh and Q. These results reinforce our
understanding of the protein escape process as one that is simple and
predictable. The results also suggest that the impact of electrostatic
interaction on the escape time is stronger than that of hydrophobic
interaction and becomes dominant toward the C-terminal residues
of nascent proteins. It is expected that proteins with a high posi-
tive net charge in the C-terminal segment may have unusually long
escape times.

Our study also shows significant variations among the organ-
isms when considering the quantitative effects of the exit tunnels on
the escape process. The exit tunnels of E. coli and H. marismortui
generally yield longer protein escape times than those of S. cerevisiae
and H. sapiens. These observations are related to the facts that E. coli
has a ∼30% higher number of hydrophobic residues exposed inside
the exit tunnel than the other organisms, and H. marismortui has
a number of negatively charged amino acids on the tunnel’s sur-
face that is substantially larger than the other organisms (19 vs 1–4).
From an evolutionary perspective, it could be that the exit tunnels of
S. cerevisiae and H. sapiens have evolved to deal with a larger num-
ber of proteins in their genomes, suppressing the escape time. The
argument for this hypothesis is that a too-slow escape of a nascent
protein from the exit tunnel could hamper the ribosome’s productiv-
ity; thus, it is beneficial to have an exit tunnel that allows all proteins
in the genome to escape efficiently.

SUPPLEMENTARY MATERIAL

See the supplementary material for the list of 12 proteins con-
sidered with selected properties, for the structural class compositions
of Richardson’s Top2018 dataset and our protein set, for the distri-
butions of protein length in various proteomes, for the histograms
of hydrophobicity and charges in protein sequences of various pro-
teomes, for the dependences of the diffusion constant D and the
force k from the diffusion model on the chain length, N, of proteins,
for the escape properties of protein 1udv, for the dependence of the
correlation coefficient R between the median escape time and the
function (1 − s)Nh + sQ on the parameter s for the tunnels and pro-
tein models considered, for the escape properties of self-repulsive
and self-attractive homopolymers, for an analysis of the effects of
non-native interactions on the escaping conformations, for the cor-
relations of tesc with Nh and Q calculated for the C-terminal 50
residues, for the histograms of escape times and the escape probabil-
ities of 2jo6 and 1u0b proteins, and for the correlations of tesc with
Nh and Q by adding 2jo6 and 1u0b to the initial protein set.
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